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Abstract—Conjugate gradient (CG) and biconjugate gradient
stabilized (BiCGSTAB) are effective methods used for solving
sparse linear systems. We in this paper propose Mille-feuille, a
new solver for accelerating CG and BiCGSTAB on GPUs. We
first analyze the two methods and list three findings related to the
use of mixed precision, the reduction of kernel synchronization
costs, and the awareness of partial convergence during the
iteration steps. Then, (1) to enable tile-grained mixed precision,
we develop a tiled sparse format; (2) to reduce synchronization
costs, we leverage atomic operations that make the whole solving
procedure work within a single GPU kernel; (3) to support a
partial convergence-aware mixed precision strategy, we enable
tile-wise on-chip dynamic precision conversion within the single
kernel at runtime. The experimental results on an NVIDIA
A100 and an AMD MI210 show that the Mille-feuille solver
outperforms baseline implementations using the vendor-support
cuSPARSE/hipSPARSE as well as two state-of-the-art libraries
PETSc and Ginkgo by a factor of on average 3.03x/2.68x, 5.37x,
4.36x (up to 8.77x/7.14x, 16.54x, 15.69x) in CG, on average
2.65x/2.32x, 3.57x, 3.78x (up to 7.51x/6.63x, 16.64x, 11.73x)
in BiCGSTAB, on average 3.82x/3.47x (up to 40.38x/47.75x)
in preconditioned CG (PCG), on average 1.79x/1.63x (up to
45.63x/44.34x) in preconditioned BiCGSTAB (PBiCGSTAB), re-
spectively.

Index Terms—CG, BiCGSTAB, mixed precision, GPU

I. INTRODUCTION

Iterative solvers [1], particularly a series of Krylov subspace
methods [2]–[5], are pivotal in solving large systems of sparse
linear equations. Among these methods, conjugate gradient
(CG) [6] and biconjugate gradient stabilized (BiCGSTAB) [7]
algorithms stand out for their effectiveness in tackling sym-
metric positive-definite and nonsymmetric or indefinite linear
systems, respectively. Consequently, significant efforts have
been directed towards accelerating CG and BiCGSTAB meth-
ods on various modern parallel computing platforms, such as
GPUs [8]–[10] and distributed systems [11]–[13].

In these solvers, a substantial portion of floating-point
operations is performed, including sparse matrix-vector mul-
tiplication (SpMV), dot product computation, and operation
y = αx + y (AXPY). The computational costs of these
operations vary with the data types utilized, such as 64-bit
double, 32-bit single, 16-bit half and 8-bit minifloat [14],
[15]. Different precision levels exhibit distinct trade-offs in
terms of space/time complexities and convergence speed [16].

Therefore, the adoption of mixed precision techniques in
iterative solvers has received significant attention in recent
research efforts [17]–[21].

However, existing mixed precision iterative solvers are typ-
ically employed either as a high precision iterative refinement
stage after a direct solver [20]–[26], or in precondition-
ing [27]–[29], or at different levels within algebraic multi-
grid [30], [31]. Despite their utility, a number of performance-
critical factors, such as the distribution of numerical precision,
inter-kernel synchronization, and partial convergence of the
solution x, are often overlooked in current methods.

We in this work first perform a multiperspective analysis
on CG and BiCGSTAB algorithms on GPUs, and then focus
on three factors highly related to their execution efficiency:
(1) precision-aware space distribution of the values of the
nonzeros (Section II-A), (2) high synchronization cost between
CUDA kernel calls (Section II-B), and (3) partial convergence
of the elements in the solution vector x (Section II-C). On top
of the analysis, we also provide three findings to motivate the
algorithm design of our Mille-feuille solver.

According to the three findings, we propose Mille-feuille, an
effective high performance CG and BiCGSTAB solver that (1)
stores a sparse matrix in tiles with different initial precisions,
(2) uses just one kernel call to complete SpMV, dot product,
and AXPY in an entire procedure, instead of calling a number
of individual CUDA kernels, and (3) changes the precision of
a column of tiles in on-chip memory when the corresponding
elements in the solution vector x are partially convergenced.

In our experiments, we use two GPUs, an NVIDIA A100
and an AMD MI210, and benchmark all suitable matrices,
i.e., 230 symmetric positive-definite matrices for CG and 686
nonsymmetric or indefinite matrices for BiCGSTAB, from
the entire SuiteSparse Matrix Collection [32]. We compare
our algorithm with the baseline implementations of CG and
BiCGSTAB using cuSPARSE v12.0/hipSPARSE v2.3.8, as
well as with two state-of-the-art libraries PETSc v3.20 [33]
and Ginkgo v1.7.0 [34]. The experimental results demonstrate
that our Mille-feuille outperforms cuSPARSE/hipSPARSE,
PETSc, and Ginkgo by a factor of 3.03x/2.68x, 5.37x, 4.36x in
CG; 2.65x/2.32x, 3.57x, 3.78x in BiCGSTAB; 3.82x/3.47x in
preconditioned CG (PCG); and 1.79x/1.63x in preconditioned
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BiCGSTAB (PBiCGSTAB), respectively.
In this work, we make the following contributions:
• We analyze the CG and BiCGSTAB methods and give

three findings related to the use of mixed precision for
high performance.

• We develop a tiled format that prepares tile-grained mixed
precision and dynamic precision switch according to
partial convergence at runtime.

• We design a single-kernel method to avoid synchroniza-
tion costs between GPU kernel calls and to better use
on-chip memories for inner-kernel precision conversion.

• We propose a new solver called Mille-feuille that exploits
the above optimizations, and significantly outperforms
existing work on NVIDIA and AMD GPUs.

II. BACKGROUND, ANALYSIS AND FINDINGS

A. Distribution of Numerical Precision

To take advantage of mixed precision, it is important to first
set the appropriate floating point data type to store the input
matrix A. There can be a variety of storage strategies depend-
ing on the target granularity. A straightforward way is to store
multiple complete instances of A with different precisions, and
use them in the best stages in a linear solver [19], [30], [35]. It
is also possible to divide A into multiple matrices (ones with
higher precision and the others with lower precision), and to
call a kernel multiple times for different precisions to complete
a procedure [18], [36].

However, it is also possible to move forward for a finer-
grained observation. Specifically, we investigate the proper
initial precision on the nonzero-level and visualize the ‘enough
good’ precision of each nonzero element of three example
matrices in Figure 1. As can be seen, four colors are used to
present the ‘enough good’ precision for each nonzero (blue,
green, purple and red for FP64, FP32, FP16 and FP8, respec-
tively), and the matrices thus demonstrate diverse distributions
of numerical precision.

garon2 nmos3 ASIC_320k

Fig. 1: Three sparse matrices containing nonzeros stored in
their ‘enough good’ precisions.

Our judging criterion of whether a nonzero can be ade-
quately represented in a low precision is shown as follows.
We first store each nonzero in four data types, and compute
the loss between three lower precisions (i.e., FP32, FP16 and
FP8) and the FP64. If the losses of FP32, FP16 and FP8 are
less than 10−15 (i.e., the decimal digits of precision of FP64),
it indicates that the precision FP32, FP16 or FP8 is ‘good
enough’ to store the nonzero. In particular, if three losses of

FP32, FP16 and FP8 are all below 10−15, the nonzero will be
stored in the lowest possible precision.

Back to Figure 1, calculated by using the criterion men-
tioned above, the three matrices have very different distribu-
tions of numerical precision. That is, most nonzeros of the
matrix ‘garon2’ can be presented with a precision FP16 or
FP8, instead of FP64. The matrix ‘nmos3’ has obvious large
block patterns, but half of the blocks should use FP64, and
the other half could basically be in FP8. As for the circuit
matrix ‘ASIC 320k’, the small blocks are often in FP8, and
the row/column rectangular connections between them should
be mostly in FP64.

We thus have the Finding 1: There exists a potential to
leverage the finer-grained precision distribution to better save
the nonzeros of a matrix.

B. Synchronization Costs in CG and BiCGSTAB

We further analyze the algorithm procedure of the CG and
BiCGSTAB methods. As shown in Algorithms 1 and 2, SpMV,
dot product, and AXPY functions are called in a certain order.

Algorithm 1 A pseudocode of CG.
1: Initialize x0

2: r0 = b−Ax0

3: p0 = r0, ε = 10−10

4: for j = 0 to maxiter until ∥rj∥2 < ε do
5: µ = Apj //SpMV
6: aj = (rj , rj)/(µ, pj) //Dot product
7: xj+1 = xj + ajpj //AXPY
8: rj+1 = rj − ajµ //AXPY
9: βj = (rj+1, rj+1)/(rj , rj) //Dot product

10: pj+1 = rj+1 + βjpj //AXPY
11: end for

Algorithm 2 A pseudocode of BiCGSTAB.
1: Initialize x0

2: r0 = b−Ax0, r∗0=r0
3: p0 = r0, ε = 10−10

4: for j = 0 to maxiter until ∥rj∥2 < ε do
5: µ = Apj //SpMV
6: aj = (rj , r

∗
0)/(µ, r

∗
0) //Dot product

7: sj = rj + αjµ //AXPY
8: θ = Asj //SpMV
9: ωj = (θ, sj)/(θ, θ) //Dot product

10: xj+1 = xj + αjpj + ωjsj //AXPY
11: rj+1 = sj − ωjθ //AXPY

12: βj =
(rj+1,r

∗
0 )

(rj ,r
∗
0 )

∗ αj

ωj
//Dot product

13: pj+1 = rj+1 + βj(pj − ωjµ) //AXPY
14: end for

Typically, there exist synchronization overheads between
the three kernels. We test all suitable matrices, i.e., 230 for
CG and 686 for BiCGSTAB, from the SuiteSparse Matrix
Collection [32], and list the costs of the three kernels and the
synchronization between them in Figure 2. As can be seen,
synchronization often accounts for over 30% of the runtime.

We then give the Finding 2: Reducing the synchronization
overhead between kernels will likely further optimize the
solver performance.
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Fig. 2: Runtime breakdown of CG and BiCGSTAB methods.

C. Partial Convergence of the Solution Vector

Here, we discuss the partial convergence of the solution
vector x. Taking the CG method in Algorithm 1 as an example,
when ∥rj∥2 is less than a convergence threshold ε (line 4), the
iteration stops. The rj is calculated based on µ (line 8), which
is the output of SpMV µ = Apj (line 5 and Figure 3). In
this operation, the matrix A is unchanged, and only the input
vector pj affects the result. Typically, when the values of pj
are numrically small enough, the change of the values of µ
will also be small, leading to gradual convergence.

Figure 3 plots the SpMV operation related to possible
partial convergence. For particularly small elements (normally
smaller than the convergence threshold) in pj , the nonzeros in
the corresponding columns in A no longer need high precision,
and could even bypass the multiplications with the elements
in pj .

Negligible imp- 
act on      

Low precision, 
even bypass      

μ A p j

Close to zeroμ

Fig. 3: The small enough elements in pj need only low
precision nonzeros in A or even bypass SpMV on the columns.

As the values of pj largely determine the convergence of
the CG method, we further visualize the changing process
of pj of three representative matrices in Figure 4. As can
be seen, from left to right, the values in pj become pro-
gressively smaller (in five ranges, purple, blue, green, orange
and red, representing ∞ to 0), until the iterations converge.
The three matrices have diverse convergence processes: the
matrix ‘bcsstm37’ works pretty normal, ‘Muu’ demonstrates
an early convergence (i.e., many elements become orange long
before the end), and ‘m3plates’ has a large portion of elements
remaining unchanged (orange) from the very beginning. The
example means that the recognition of partial convergence
has an opportunity to save some calculations in the SpMV
operation.

bcsstm37 m3platesMuu

Fig. 4: An example of the diverse processes of convergence
of running CG on three matrices. The x-axis shows iteration
steps, while the y-axis presents the complete elements in pj .

We finally obtain the Finding 3: For the very small elements
in pj , the nonzeros on the corresponding columns in A may
just need lower precision, even bypass the calculations.

III. MILLE-FEUILLE

A. Overview

According to the three findings, we propose the Mille-feuille
solver for high performance CG and BiCGSTAB with tiled-
grained mixed precision (corresponding to the Finding 1) and
a single-kernel implementation (corresponding to the Finding
2) considering the partial convergence (corresponding to the
Finding 3) on GPUs.

We first partition the entire input matrix into a number
of sparse tiles of the same size and leverage a two-level
sparse format to store both inter-tile and intra-tile information.
For each tile, we store the nonzeros with different precision
depending on their initial values. Section III-B will introduce
the sparse tile data structure in detail.

Then, we merge the separate CUDA kernels in the naive
version into a single kernel, and all nonzeros are loaded into
on-chip memory only once and reused in the iterations. Thus,
the off-chip load will be minimized, and the synchronization
costs will be removed. Section III-C will detail the integration
of various computations into a single kernel.

In addition, we consider the use of the elements in the
solution vector x partially converged (that is, pj gets small
enough) during the iteration. In this situation, when performing
SpMV, the corresponding nonzeros in A could work in a lower
precision, or even be bypassed. This is done in tile-grained, by
using our data structure. Section III-D presents our strategy.

B. Tile-Grained Storage Structure

Here, we introduce a fine-grained 2D mixed precision stor-
age strategy, which extends the tiled storage formats proposed
in [37]–[40]. Specifically, we first partition a sparse matrix
into tiles of the same size (16-by-16 is used in this work) and
store them using a two-level sparse format. An example is
shown in Figure 5.

The high-level storage captures the inter-tile information
in a COO style, which includes five arrays: TileRowidx,
TileColidx and TilePrec of size tilenumA (where
tilenumA is the number of tiles) store the row and column
indices, as well as the precision (FP64, FP32, FP16 or FP8,



see Section II-A for the selection criterion) of the tiles, respec-
tively; also, TileNnz and Nonrow of size tilenumA + 1
store the offsets of the number of nonzeros and non-empty
rows in the tiles, respectively. The COO style is used to ensure
load balancing, as each CUDA warp will compute a tile in our
single-kernel implementation.

Matrix from A

TileColidx:

TileNnz:

Nonrow:

0 1 1 6 6 7 2 2 3 4 5 0 1 5 7 6 0 0 1 6

0 2 3 0 1 3 0 1 3CsrRowptr:

CsrColidx:

0 2 4 6 8 10 11 13 15

0 3 1 2 0 2 3 0 3

3 0 1 32 0 1 32 0 1 0 1 32 0 1 33 0 1

RowIndex: 0 0 1 0 1 1 2 3 3 2 3 4 5 5 4 5 6 7 7 6

Inter-Tile

Intra-Tile

16

TileRowidx: 0 0 1 1 2 2 2 3 3

Val(FP64):

0 3 3 6 2 5 1 4 4 6

Val(FP32): Val(FP16): Val(FP8):

TilePrec: 4 3 4 2 3 1 2 1 3

FP64 FP32

FP16 FP8

Fig. 5: An example sparse matrix A of size 8-by-8 is stored
in nine sparse tiles of size 2-by-2. The high-level structure
(inter-tile) consists of five arrays and the precision can be
FP64, FP32, FP16 or FP8, and the low-level structure (intra-
tile) comprises four arrays.

For the low-level storage, we use the CSR style to record
the intra-tile information, which includes three standard arrays
CsrRowptr, CsrColidx and Val, as well as an additional
array RowIndex of size rownumA (the sum of the number
of non-empty rows within the tiles) saving the row index
of each non-empty row in the tile. The RowIndex array,
working together with the Nonrow array, is designed to
avoid traversing empty rows within a tile during the SpMV
operation.

C. CG and BiCGSTAB within a Single Kernel

To remove the synchronization costs between different
CUDA kernels, we propose a single kernel scheme using
atomic operations to resolve dependencies between data and
operations. In this way, we consolidate all computations within
a single kernel, thereby avoiding costs for kernel barrier
synchronization. For brevity, we take CG as the scenario to
explain the single-kernel strategy.

We first need to distribute the computational tasks (i.e.,
operations on sparse tiles) to the CUDA warps. For operations
on matrix (SpMV) and vector (dot product and AXPY), we
specify two different strategies to assign to warps, respectively.
For SpMV, mainly to ensure load balancing, we consider both
the number of nonzeros and the number of tiles, and assign
the workload to each warp. Specifically, we iterate through the
tiles of the matrix, keeping track of the number of nonzeros
and tiles allocated to the current warp. If they do not exceed
the maximum number of nonzeros and tiles per warp, we

assign the sparse tile to the current CUDA warp; otherwise,
we assign it to a new warp. For the dot product and AXPY, we
dynamically determine the workload for each warp based on
the number of vector segments. When the number of segments
in a vector does not exceed the maximum number of warps,
we assign one warp to deal with each segment. Otherwise,
we distribute multiple vector segments to a warp based on the
length of the vector and the number of warps available.

Once the workload for each warp has been allocated, we
load the matrix into shared memory before the kernel starts,
and then reuse it in the subsequent iterations. When the
number of nonzeros in the matrix is less than the resources
available in shared memory, all nonzeros within each warp
will be loaded into shared memory. Otherwise, we will load
the nonzeros that do not exceed the maximum shared memory
resources within warp into shared memory and put the rest
into global memory. In this scenario, we utilize an array to
track the number of tiles loaded into shared memory within
each warp, enabling distinguish the memory locations of tiles
in each warp. When the matrix contains a large number of
nonzeros, most of which must be stored in global memory,
and the overhead of the global memory accesses outweighs
the performance benefits of a single kernel, we revert back to
a multi-kernel execution approach (See Figures 8 and 9, on
the left of the threshold at 106 nonzeros on the x-axis, we run
the single-kernel scheme, on the right, the multi-kernel classic
method is called).

To realize barrier synchronization without calling multiple
kernels, the critical step involves constructing several arrays
in global memory to define dependencies that can be resolved
within a single kernel, and enabling atomic operations to
schedule warps to execute tasks of different operations. We
categorize the CG algorithm into four parts based on the
dependencies between data and operations, as shown in Figure
6 (Steps A, B, C and D). The dependencies that arise between
each step are defined by three arrays in the global memory.

Specifically, we construct an array d s to resolve the
dependencies between SpMV (in Step A) and dot product
operation (in Step B). The array d s retains the remaining
workload count of tiles that require the execution of SpMV
within the same row tile, respectively, to indicate the beginning
of the following dot product. Step B uses the result vector of
SpMV to perform the dot-product operation. Therefore, only
if all non-empty tiles within the same row tile of the matrix A
have completed the SpMV operation, warps can start to work
in Step B. The array d d is used to solve the dependencies
between the dot product (in Steps B and C) and the scaling
operation (in Steps C and D). Since the scaling operation can
only be performed after the dot product is completed, this
array tracks the number of warps that have completed the dot
product operation for the vector segments. We also use array
d a to resolve the dependencies between the end of the current
iteration (in Step D) and the beginning of the next iteration
(in Step A). It tracks how many warps have completed the
AXPY operation for the vector segment. Only when the AXPY
operation on all warps is completed at Step D, the algorithm
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Fig. 6: An example of our proposed single kernel CG method. The tiles for matrix A are first loaded into share memory and
distributed to each warp with a similar number of nonzeros and tiles. The computation is divided into four steps (i.e., A, B,
C and D). We construct three arrays d s[], d d[] and d a[] in global memory to resolve the data dependencies between each
step. Initialize the dependency arrays d s[] = [1, 2, 2] (represents how many tiles need to perform SpMV for each row block at
Step A), d d[] = [3] (represents how many dot product tasks need to perform in steps B and C, respectively), and d a[] = [3]
(represents how many AXPY operations need to perform in Step D). Each time a task is completed, its corresponding position
in dependency array will be decreased atomically by 1. After the warp launches, each warp performs all its tasks in the current
step. If all tasks for current Step have been finished at each warp, the warp will check the dependency arrays in global memory
to determine whether to wait in the current step or proceed to the next step, as depicted in the Busy Wait Part.

can move to the next iteration.
Next, we show the scheduing details. As plotted in Figure 6,

for a 6x6 matrix with five tiles, the matrix has three row tiles.
So the d s array has a length of 3 with initial values 1, 2, 2
according to the number of tiles in each row tile.

Step A. The non-empty tiles of matrix A are firstly dis-
tributed to each warp in a load balanced manner to perform
tiled-level SpMV (tiles in the same row tile are distributed
to different warps). When the SpMV operation of a tile is
completed, the value of the corresponding position of d s is
atomically subtracted by 1. After the SpMV tasks in a warp
have all been done, this warp checks if its corresponding value
in the d s array is 0. If so, it means that the result vector of
SpMV in this row tile has been obtained and this warp can use
it to perform the dot product operation for Step B; otherwise, it
must busy wait for other tiles in the same row tile to complete
their SpMV operations (lines 3-11 in Algorithm 3).

Step B. Each warp performs dot product operations of µ
and pj for the allocated segmented vector. To further improve
efficiency, we accumulate their resultant values in shared
memory and then accumulate the results into yj through block-

level reduction operations. When a warp completes its dot
product tasks, the value in d d is atomically subtracted by 1
(initial value is 3 in this example). Then each warp checks
whether the value of d d is 0. If so, it indicates that all
dot product operations are complete and the final yj has
been obtained, then algorithm moves to Step C, where yj is
divided by (rj , rj) to obtain the argument αj . Otherwise, it
will continue to wait for other vector segments to perform the
dot product operation (lines 12-18 in Algorithm 3).

Step C. Similar to Step B, when a warp completes the
dot product tasks, the value in d d is atomically added to 1
(initialized from 0) and the results are then reduced to zj . Each
warp checks whether the value of d d is equal to the number
of warps. If so, the dot product operation is completed and zj
can be divided by (rj , rj) in Step D to get the parameter βj ;
otherwise, it will continue to wait for other warps to perform
the dot product (lines 19-26 in Algorithm 3).

Step D. Each warp executes the AXPY operation on allo-
cated vector segments and decreases the value of d a (initial
value is 3) by 1 atomically when the tasks are completed.
Each warp verifies if the value of d a is 0. If so, the ongoing



Algorithm 3 A pseudocode of CG within a single kernel
1: for j from 0 to maxiter until convergence do
2: lane id = (warp size - 1) & threadIdx.x
3: for i from 0 to tilenum in parallel do
4: row tile = TileRowidx[i]
5: for ri from Nonrow[i] to Nonrow[i+1] in parallel do
6: accumulate inner-product of ith non-empty row to sum
7: atomicAdd(u[row tile × tilesize + RowIndex[ri]], sum)
8: end for
9: if lane id == 0 then atomicSub(d s[TileRowidx[i]], 1) end if

10: end for
11: while d s[warp id] ̸= 0 do threadfence() end while
12: for k from 0 to tilesize in parallel do
13: index = warp id × tilesize + k
14: s y[warp id] += u[index] * p[index]
15: end for
16: perform block-level reduction for s y and store the result in y j
17: if lane id == 0 then atomicSub(d d[0], 1) end if
18: while d d[0] ̸= 0 do threadfence() end while
19: update aj x and r
20: for k from 0 to tilesize in parallel do
21: index = warp id × tilesize + k
22: s z[warp id] += r[index] * r[index]
23: end for
24: perform block-level reduction for s z and store the result in z j
25: if lane id == 0 then atomicAdd(d d[0], 1) end if
26: while d d[0] ̸= warp num do threadfence() end while
27: update p
28: if lane id == 0 then atomicAdd(d a[0], 1) end if
29: while d a[0] ̸= warp num do threadfence() end while
30: end for

iteration concludes; otherwise, it awaits the calculation of
AXPY for other vector segments. Afterwards, all warps must
verify whether the residuals satisfy the convergence criterion.
If not, initialize the values of the three dependency arrays
and proceed to the next iteration; otherwise, terminate the
execution (lines 27-29 in Algorithm 3).

Furthermore, we extend our approach to CG and
BiCGSTAB solvers preconditioned with incomplete LU fac-
torization. With the addition of preconditioning steps, such
as solving Mz = r, it is necessary to incorporate sparse
triangular solve (SpTRSV) kernel during the iterative process.

We apply the recursive block SpTRSV algorithm [41] to
our multi-kernel method. To be specific, we recursively divide
a triangular matrix into two smaller triangular blocks and
one square block. The SpTRSV operation is utilized for the
triangular blocks, and SpMV is applied to the square blocks.
This approach enhances data locality and boosts parallelism
through the SpMV operations.
D. Partial Convergence-Aware Mixed Precision Strategy

We further introduce a partial convergence-aware strategy
that dynamically switches precisions of the nonzeros of A in
a tile-gained way during iterations. Specifically, by assessing
the convergence indicated by the elements (16 elements as a
basic working unit, aligned to the 16-by-16 tiles) in the vector
pj (i.e., the input vector in SpMV, see Section II-C) at each
iteration step, we can convert the current precision of the tiles
on the corresponding column to a lower one within the shared
memory, or bypass those tiles if needed.

According to the previous analysis (Section II-C), it is
evident that multiple elements of x may have converged during

the iteration process. When partial elements of the solution
vector tend to converge (i.e., residual is less than a tolerance),
their corresponding values in the vector pj typically tend to
be less than the convergence threshold. Therefore, in SpMV,
the multiplication of these elements with the corresponding
tiles in matrix A does not have a significant impact on the
subsequent iteration process. We utilize this property to design
a faster tile-grained mixed precision SpMV.

We assume that the convergence threshold is ε. If elements
in pj are less than ε ∗ 10−3, we bypass their computation
directly. If elements fall within the intervals [ε∗10−3, ε∗10−2),
[ε∗10−2, ε∗10−1) or [ε∗10−1, ε), we reduce the computational
precision of the corresponding tiles to FP8, FP16 or FP32,
respectively. An example is plotted in Figure 7.

Algorithm 4 A pseudocode of convergent elements retrieval
1: thresholds = [ε ∗ 10−3, ε ∗ 10−2, ε ∗ 10−1, ε]
2: flag = [0,0,0,0]
3: vis flag[warp id]=0
4: for k =0 to tilesize in parallel do
5: index=warp id × tilesize + k
6: for u = 0 to 3 do
7: if pj [index] < thresholds[u] then
8: atomicAdd(flag[u], 1)
9: end if

10: end for
11: end for
12: for u = 0 to 3 do
13: if flag[u] == tilesize then
14: vis flag[warp id]=u+ 1
15: break
16: end if
17: end for

1) Convergent elements retrieval scheme: To correspond
with the tiled structure of A, we divide the vector pj into
several segments, with tilesize denoting the segment length.
Specifically, we utilize the array flag of length 4 to keep track
of the number of convergent elements located in four different
threshold intervals within each segment, respectively. If the
element in pj is less than a certain threshold, we add one to
the value of the corresponding position in the array flag. Next,
we traverse the array flag in turn (lines 4-11 in Algorithm 4).
If the value in flag is equal to tilesize, it indicates that this
segment can be computed with a specific lower precision or
bypass (lines 12-17 in Algorithm 4).

2) Dynamic precision adjustment with on-chip conversion:
After convergent elements in pj are retrieved (the precision
type of each segment is stored in the array vis flag), we
execute a dynamic precision SpMV. As shown in Algorithm
5 and Figure 7, for each iteration, we first obtain the column
index and initial precision type for each tile. Next, we obtain
the tile’s corresponding value in the vis flag array (we use 0
- 4 to represent FP64, bypass, FP32, FP16, FP8, respectively)
based on the column index and determine whether the tile is
bypassed or not (lines 2-3 in Algorithm 5). If the tile needs to
be computed, we further determine the computation precision
based on both the precision of the segment in the vector pj
(vis flag) and the initial tile precision type (TilePrec) (lines
4-14 in Algorithm 5).
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Fig. 7: An example of SpMV in our Mille-feuille multiplying
a 10-by-10 sparse matrix, stored as sparse tiles of size 2-
by-2, with a vector of length 10. The four different colored
tiles indicate the precision of FP64, FP32, FP16 and FP8,
respectively, and a cross on red block means bypassed. The
three different colored arrows indicate decreasing precision,
unchanged precision, and bypass, respectively. The precision
of a tile is determined on the basis of five different ranges
of values of elements in the vector pj at each iteration. (Note
that we name our work Mille-feuille mainly because the multi-
sheet form of the tile-grained mixed precision looks like Mille-
feuille the cake.)

Algorithm 5 A pseudocode of mixed precision SpMV
1: for i = 0 to tilenumA in parallel do
2: v f = vis flag[TileColidx[i]], b p= TilePrec[i]
3: if v f != 1 then
4: Use different precision based on the value of v f and b p.
5: nnz offset = TileNnz[i] , row tile = TileRowidx[i]
6: u offset=row tile × tilesize
7: for ri =Nonrow[i] to Nonrow[i+1] in parallel do
8: sum = 0
9: for rj = CsrRowPtr[ri] to CsrRowPtr[ri+ 1] do

10: index = nnz offset+ rj
11: sum +=pj [CsrColidx[index]] × s data[index]
12: end for
13: atomicAdd(u[u offset + RowIndex[ri]], sum)
14: end for
15: end if
16: end for

If the precision in vis flag is lower than the initial preci-
sion TilePrec, we convert the tile precision in shared memory
to a lower one (e.g., the second tile in the second column
decreases from its initial precision of FP64 to FP32 and then
FP16 for the first two iterations in Figure 7). Otherwise, we
maintain its initial precision unchanged (e.g., the first tile
in the second column in Figure 7). Note that our precision
conversion occurs only once in on-chip memory; thereafter,
the low-precision values stored in shared memory can be
reused. This approach helps us avoid the costs associated with
accessing global memory or running precision conversion at
each iteration.

Figure 7 illustrates the dynamic evolution of the precision of
individual tiles within A, as well as pj , across four iterations.
The original matrix A has seven tiles with precision FP64,
three tiles with precision FP32, two tiles with precision FP16
and one tile with precision FP8. For the nth iteration, the
values of pj for columns 1 to 4 are within the range [ε ×
10−1,∞). Therefore, six tiles in FP64 are converted to FP32.
For the n+ 1th iteration, the vector values pj for columns 1
to 4 decrease to the interval [ε ∗ 10−2, ε ∗ 10−1) and therefore
eight tiles in FP32 are converted to FP16. For the n+ 2th
iteration, the values in pj for columns 1, 3 and 4 decrease to
the interval [ε∗10−3, ε∗10−2) and therefore nine tiles in FP16
are converted to FP8. For the n+ 3th iteration, the values in
pj for columns 1 and 3 decrease to the interval [0, ε ∗ 10−3)
and therefore six tiles are bypassed.

IV. EXPERIMENTAL RESULTS

A. Experimental Setup

Our experimental platform includes two GPUs: an NVIDIA
A100 (driver version 525.85.12, CUDA version 12.0) and an
AMD MI210 (driver version 6.2.4, RoCM version 5.7.3). We
first compare our algorithm with the baseline implementations
of CG and BiCGSTAB using the routine cusparseSpMV(),
cusparseSpSV_solve() in cuSPARSE v12.0 and
hipsparseSpMV(), hipsparseSpSV_solve() in
hipSPARSE v2.3.8 (both using the CSR format) and
cublasDdot() in cuBLAS v12.0 and hipblasDdot()
in hipBLAS v2.3.8 on the A100 and MI210 cards,
respectively. Also, we compare our algorithm with two
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Fig. 8: Performance comparisons between Mille-feuille and the baseline implemented by calling cuSPARSE and hipSPARSE
of CG and BiCGSTAB on the NVIDIA A100 and AMD MI210 GPUs with 100 iterations, respectively.

state-of-the-art libraries running on the NVIDIA GPU,
with the routine KSPSolve() in PETSc v3.20 [33] and
gko::solver::Cg and gko::solver::Bicgstab
in Ginkgo v1.7.0 [34] on A100. Our Mille-feuille solver
supports both CUDA and HIP and is evaluated on GPUs of
the two vendors. The specifications of the two GPUs and the
five algorithms tested are listed in Table I.

NVIDIA and AMD GPUs Five methods tested
(1) A100 (Ampere) PCIe, (1) cuSPARSE and cuBLAS v12.0 on NVIDIA

6912 CUDA cores @ 1410 MHz, (2) hipSPARSE and hipBLAS v2.3.8 on AMD
40 GB, B/W 1555 GB/s (3) PETSc v3.20 on NVIDIA

(2) MI210 (CDNA2) PCIe, (4) Ginkgo v1.7.0 on NVIDIA
6656 stream processors @ 1700 MHz, (5) Mille-feuille (this work)

64 GB, B/W 1638 GB/s on both NVIDIA and AMD

TABLE I: Information of the test platforms and algorithms.

In our experiment, the stopping criterion for convergence
is that the relative residual must be less than 10−10 and the
maximum number of iterations allowed is 1,000. The right-
hand side vector is set to be the product of the input matrix
and an all 1.0 vector, and the initial value of the solution vector
is set to zero (i.e., no preconditioner is used). The precision
of other works is set to FP64.

Our experimental dataset includes all 230 symmetric
positive-definite matrices for CG and 686 nonsymmetric or
indefinite matrices for BiCGSTAB, from the entire SuiteSparse
Matrix Collection [32].

B. Comparison over Baseline, PETSc and Ginkgo

We first compare the time taken for 100 iterations between
Mille-feuille and the baseline on CG and BiCGSTAB methods
calling SpMV in cuSPARSE/hipSPARSE and vector opera-
tions in cuBLAS/hipBLAS. Figure 8 illustrates the perfor-
mance and speedups of our work compared to the baselines
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Fig. 9: Performance comparison of Mille-feuille over PETSc
and Ginkgo on the A100 GPU with 100 iterations.

on A100 and MI210 GPUs, demonstrating that our method
always shows the best performance for all tested matrices.

For the CG solver, our algorithm achieves an average
geometric mean speedup of 3.03x and 2.68x (up to 8.77x
and 7.14x) compared with cuSPARSE and hipSPARSE, re-
spectively. Regarding the BiCGSTAB solver, our algorithm
achieves an average geometric mean speedup of 2.65x and
2.32x (up to 7.51x and 6.63x) compared with the baseline.

The best speedups are observed in the matrices ‘bcsstm22’,
‘Trec4’, ‘mhdb416’ and ‘b1 ss’. For these four matrices,



−3

−2

−1

0

1

2
G

flo
ps

 (l
og

10
 s

ca
le

)

PCG on A100

cuSPARSE
Mille-feuille
(this work)

PBiCGSTAB on A100

cuSPARSE
Mille-feuille
(this work)

PCG on MI210

hipSPARSE
Mille-feuille
(this work)

PBiCGSTAB on MI210

hipSPARSE
Mille-feuille
(this work)

2 4 6 8

0

1

2

S
pe

ed
up

(lo
g1

0 
sc

al
e) vs. cuSPARSE

2 4 6
                                              #nonzeros (log10 scale)

vs. cuSPARSE

2 4 6 8

vs. hipSPARSE

2 4 6

vs. hipSPARSE

Fig. 10: Performance comparisons between Mille-feuille and the baseline implemented by calling cuSPARSE and hipSPARSE
of preconditioned CG and BiCGSTAB on the NVIDIA A100 and AMD MI210 GPUs with 100 iterations, respectively.

synchronization constitutes over 50% of the total time in the
baseline implementation using cuSPARSE and hipSPARSE.
Our approach significantly reduces synchronization overhead
between kernels by merging different kernels into one, thereby
enhancing performance.

We then compare our Mille-feuille solver with two state-
of-the-art linear solver libraries, PETSc and Ginkgo with 100
iterations on A100 GPU. As shown in Figure 9, our method
also achieves the best performance for all tested matrices.
Specifically, for the CG method, our algorithm achieves an
average geometric mean speedup of 5.37x and 4.36x (up
to 16.54x and 15.69x) compared with PETSc and Ginkgo.
For the BiCGSTAB method, our algorithm achieves an av-
erage geometric mean speedup of 3.57x and 3.78x (up to
16.64x and 11.73x) compared with PETSc and Ginkgo. The
best performance are observed in the matrices ‘bcsstm22’,
‘mhdb416’, ‘jgl011’, and ‘rgg010’, respectively. Similar to the
previous observations, these matrices also exhibit significant
synchronization overhead. Our algorithm circumvents these
overheads to achieve high performance.

It is also observed that as the number of nonzeros in the
matrix increases, the performance of our method exhibits a
gradual decline (particularly when the number of nonzeros
exceeds 106). This is primarily attributed to the trade-off be-
tween reducing synchronization costs through a single kernel
and incurring additional overhead from atomic operations in
scheduling. Consequently, in such scenarios, our solver opts
to execute across multiple kernels.

C. Comparsion over Preconditioned Baseline

We compare the time taken for 100 iterations be-
tween Mille-feuille with the preconditioner and the base-
line on CG and BiCGSTAB methods calling SpMV, Sp-
TRSV in cuSPARSE/hipSPARSE and vector operations in

cuBLAS/hipBLAS. Figure 10 illustrates the performance and
speedups of our work compared to the baselines on A100 and
MI210 GPUs, demonstrating that our method always shows
the best performance for all tested matrices.

For the preconditioned CG solver, our algorithm achieves
an average geometric mean speedup of 3.82x and 3.47x
(up to 40.38x and 47.75x) compared with cuSPARSE
and hipSPARSE, respectively. Regarding the preconditioned
BiCGSTAB solver, our algorithm achieves an average geo-
metric mean speedup of 1.79x and 1.63x (up to 45.63x and
44.34x) compared with the baseline.

The best speedups are observed in the matrices ‘LFAT5000’,
‘ship 001’, ‘cz40948’ and ‘Chebyshev4’. For these matrices
with high parallelism blocks, our recursive block SpTRSV
algorithm divides them into more sub-matrices and computes
square part using SpMV, which improves cache locality and
parallelism, thereby enhancing performance.

D. Effectiveness of Mixed Precision
To further demonstrate the performance gains that mixed

precision brings to our algorithm, we analyze the speedups
of different precisions over only FP64 on 24 representative
matrices with diverse precisions in CG and BiCGSTAB. As
shown in Figure 11, we can find that our algorithm achieves
different performances as the ratio of different precision varies.

Specifically, for most matrices, lower precision computa-
tions result in better performance, and different combinations
of precision result in distinct performance behaviors. As can be
seen, better performance is achieved while using more lower
precisions (e.g., ‘torso2’) as opposed to a combination of low
and high precisions (e.g., ‘t2dal bci’).

Furthermore, for matrices with high bypass rates, such
as ‘shallow water1’ and ‘rajat24’, Mille-feuille achieves the
highest speedups because we remove the overhead of loading
and computing the corresponding nonzeros. However, for the
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Fig. 11: The precision distribution across various tiles, and the
performance gains of mixed precision in Mille-feuille.

matrix ‘thermal’ and ‘wang1’, although their low-precision
ratios are high, they do not achieve higher speedups due to
their small sizes (for such matrices, most speedups are already
achieved from the single-kernel scheme).

E. Convergence Analysis

We further analyze 14 matrices (six from CG and eight
from BiCGSTAB) that converge within 200 iterations. We first
compare the number of iterations between our mixed precision
version and the baseline implemented with FP64. As shown
in Table II, for all matrices that converge, our mixed precision
scheme often reasonably brings more iterations. It has an
average of 1.06x (up to 1.47x) higher number of iterations
compared to the baseline with cuSPARSE.

In addition, we analyze the variation of relative error
between our mixed precision method and the benchmark
algorithm with FP64 precision over the iterations of three
matrices. As shown in Figure 12, for the matrix ‘minsurfo’, the
trends of the relative errors of the two methods are comparable.
For ‘m3paltes’, the relative error reduction rate of the mixed
precision method is comparatively slower than that of the
baseline. For ‘poisson3Da’, the relative error reduction rates
of the two methods alternately increase and finally converge.

F. Correlation of the Number of Iterations and Runtime

For the 14 convergence matrices, we conduct a comparison
between the solution time of Mille-feuille and the baseline
time of the cuSPARSE implementation. As presented in Table
II, across all matrices, our method consistently achieves shorter
solution times, despite the higher or equal number of iterations
required. For example, for the matrix ‘mesh3e1’, our method
takes 1.47x more iterations (53 vs. 36), but it is 2.89x faster
(1.19 ms vs. 3.44 ms) than the baseline. For ‘pores 1’ taking
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Fig. 12: The convergence comparison of relative error variation
with iterations between mixed precision Mille-feuille and
FP64 precision.

the same number of iterations (43), our method is 5.83x faster
(1.25 ms vs. 7.29 ms). This can be attributed to the benefits
derived both from single-kernel execution and from mixed
precision.

Matrix With cuSPARSE Mille-feuille
#iter time (ms) #iter time (ms)

CG
mesh3e1 36 3.44 53 1.19

Muu 63 7.02 67 4.91
minsurfo 109 15.67 109 15.34

qa8fm 69 15.67 72 4.91
thermomech TC 86 18.92 88 15.03

m3plates 38 4.54 40 1.52
BiCGSTAB

CAG mat72 80 14.87 87 2.57
arc130 10 1.71 11 0.36

fs 541 1 7 1.60 10 0.43
poli 24 4.92 31 4.92

Hamrle1 112 19.50 165 4.79
pores 1 43 7.29 43 1.25
cz308 100 17.44 147 7.31

majorbasis 123 52.91 140 51.52

TABLE II: The number of iterations and the solution time for
matrices can converge in CG and BiCGSTAB with cuSPARSE
and in Mille-feuille. The best numbers are highlighted.

G. Memory Cost Comparison
We compare the memory cost of our Mille-feuille with

the standard three-array CSR in the cuSPARSE. As shown in
Figure 13, our 2D tiled sparse data structure on average takes
1.04x more space than cuSPARSE. The main reason is that
our two-level tiled structure typically needs to store more row
indices, precision information, tile column indices, the number
of nonzeros and non-empty rows in the tiles. Although the
tiled format incurs additional arrays, incorporating different
precisions for the initial values helps reduce the memory
overhead of storing floating-point values in A. Nevertheless,
according to the results, it is worth using the extra memory
space because it makes our single-kernel and mixed precision
strategy more convenient for faster execution.

H. Preprocessing Overhead Analysis
We further demonstrate the preprocessing overhead, includ-

ing matrix format conversion, computational task distribution,
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Fig. 13: Memory cost comparison of the tile format developed
in Mille-feuille and the standard CSR format.

and initial precision assignment, of all matrices tested in
the CG and BiCGSTAB methods. Figure 14 shows the cost
breakdown of the preprocessing and 100 iterations of CG and
BiCGSTAB. As can be seen, the preprocessing cost often
does not exceed a single CG iteration, and takes a negligible
proportion of the procedure of 100 iterations.
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Fig. 14: Comparison of the proportion of preprocessing to the
total runtime of CG and BiCGSTAB with 100 iterations of all
tested matrices on A100.

V. RELATED WORK

As probably the most widely used high performance iter-
ative methods, parallel Krylov subspace algorithms have
attracted much attention. Various optimization techniques,
such as IDR algorithm [42], preconditioning methods [43]–
[51], recycling technique [52], residual replacement strat-
egy [53], block schemes [54]–[56], tensor method [57],
recompute work [58], low energy approach [59], adap-
tive scheme [60], batched method [10], domain decompo-
sition [61], robustness [62], [63], randomization [64]–[66],
stability analysis [67], resistive random-access memory [68],
[69], data transfer problems [4], [11], [70]–[72] and large-
scale scalability [12], [73], [74], have been proposed for
faster implementation of the Krylov subspace. A number
of studies also considered the synchronization problem, and
developed restarting [75], fine-grained policies [76]–[78], bulk
method [79], loop optimization [80], kernel fusion [81], [82],
synchronization-free [83]–[86] as well as several tradeoffs
with data movement [87] techniques. Compared to those

studies, our Mille-feuille is a new iterative solver considering
both the use of mixed precision and the minimization of
synchronization costs on modern GPUs.

With the strong demand from artificial intelligence com-
puting, modern processors provide a large number of low
precision compute units. This trend presents opportunities for
mixed precision assisted scientific computing. Van Den
Eshof et al. [88] and Clark et al. [89] demonstrated that
Krylov subspace methods can benefit from multiple precision
computations. Iterative refinement is one of the main scenarios
for mixed precision [17], [21], [90], [91], and a sparse matrix
can be stored with multiple precision [18]. The extended
and mixed precision BLAS library [92], Ginkgo [34] and
AmgT [31] provide various mixed precision kernels. Several
studies [93]–[95] surveyed the use of mixed precision in
numerical linear algebra methods. In contrast, the Mille-feuille
proposed in this work supports tile-grained mixed precision,
and works in the single kernel for dynamic precision conver-
sion within the on-chip memory at runtime of the kernel.

Much research has focused on speeding up SpMV, typ-
ically the most time consuming kernel in iterative methods.
Various techniques have been developed, such as locality
aware [96]–[101], load balancing [9], [102]–[105], vector
friendly [106]–[108], tensor core friendly [109], blocking [37],
[110], [111], and reordering [112]. In particular, SpMV [18],
[36], [113] can also be accelerated with mixed precision. In
comparison, the SpMV in Mille-feuille obtains benefits from
the tile-wise mixed precision data layout, and works with other
components in a single kernel for higher performance.

VI. CONCLUSION

We have proposed the Mille-feuille solver with the charac-
teristics of tile-grained mixed precision, a single kernel scheme
with minimized synchronization costs, and dynamic precision
conversion at runtime for partial convergence of the solution
vector x. A comprehensive performance benchmark shows that
the Mille-feuille solver obtained significant speedups on CG,
BiCGSTAB, PCG and PBiCGSTAB over existing work on
NVIDIA and AMD platforms.
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Appendix: Artifact Description/Artifact Evaluation
Artifact Description (AD)

I. OVERVIEW OF CONTRIBUTIONS AND ARTIFACTS

A. Paper’s Main Contributions

C1 We develop a tiled sparse format to store a sparse
matrix in tiles with different initial precisions.

C2 We leverage atomic operations that make the whole
solving procedure work within a single GPU kernel.

C3 We enable tile-wise on-chip dynamic precision con-
version within the single kernel at runtime.

B. Computational Artifacts

https://doi.org/10.5281/zenodo.12589363

II. ARTIFACT IDENTIFICATION

A. Computational Artifact A1

Relation To Contributions

This artifact names Mille-feuille, an effective high perfor-
mance CG and BiCGSTAB solver that (1) stores a sparse ma-
trix in tiles with different initial precisions (C1), (2) uses just
one kernel call to complete SpMV, dot product, and AXPY in
an entire procedure, instead of calling a number of individual
CUDA kernels (C2), and (3) changes the precision of a column
of tiles in on-chip memory when the corresponding elements
in the solution vector x are partially convergenced. (C3)
The experimental numbers demonstrate that our Mille-feuille
outperforms cuSPARSE/hipSPARSE, PETSc, and Ginkgo by a
factor of 3.03x/2.68x, 5.37x, 4.36x in CG, 2.65x/2.32x, 3.57x,
3.78x in BiCGSTAB, respectively.

Expected Results

This artifact contains Mille-feuille, cuSPARSE/hipSPARSE,
PETSc, and Ginkgo. In the test results, the execution time of
Mille-feuille is shorter than that of cuSPARSE/hipSPARSE,
PETSc, and Ginkgo.

Expected Reproduction Time (in Minutes)

The estimated time to download the datasets is 1 hours.
The estimated time to compile this artifact is 1 hours.
The expected computational time of this artifact on NVIDIA

A100 GPU is 6 hours.

Artifact Setup (incl. Inputs)

Hardware: GPU: NVIDIA A100 GPU (PCIe, 80GB,
1.94TB/s).

Disk Space: at least 60 GB (to store the experiment input
dataset).

Software: Mpich v3.4.1 or above;
NVIDIA CUDA Toolkit v12.0;
cuSPARSE v12.0;
cuBLAS v12.0;
GCC v11.3.0 or above;
Python 3.9 or above;
cmake v3.26 or above;
Pandas package v2.2.2.
matplotlib package v3.9.0.
seaborn package v0.13.2
Datasets / Inputs: All 230 symmetric positive-definite ma-

trices for CG and 686 nonsymmetric or indefinite matrices
for BiCGSTAB, from the entire SuiteSparse Matrix Collection
(https://sparse.tamu.edu/).

Installation and Deployment: Compiling on NVIDIA ma-
chine requires drivers for CUDA (nvcc v12.0). Additionally,
gcc v11.3.0, cmake v3.16, and OpenMP are required.

Artifact Execution

Our workflow consists of four tasks: T1, T2, T3, and T4.
Task T1 downloads the CG and BiCGSTAB datasets from
the SuiteSparse Matrix Collection using the dataset names
in matrix set.csv. In task T2, we need to set up the com-
pile environment and run script ‘compile.sh’, generating all
executable files. The generated dataset serves as input for
computational task T3 via a script named test.sh, which runs all
tested algorithms automatically. The output of T3 is processed
by task T4 through the python script, producing the final result
plot, Figure 8, Figure 9, Figure 10, Figure 11, Figure 12
and Figure 13. The tasks are dependent on each other in the
following order: T1 → T2 → T3 → T4.”

For our experiments, the input parameters include ma-
trix names in the matrix market format (e.g., ‘*.mtx’). The
dataset consists of 230 matrices for CG and 686 matrices for
BiCGSTAB. The number of repetitions is 100.

Artifact Analysis (incl. Outputs)

By analyzing the output using the script test.sh, we ob-
tained the average and maximum speedup of our Mille-feuille
compared to other methods, as shown in Figures 8 and 9.
The varying performances and precision ratios are presented
in Figures 10 and 11. The memory cost of our method and
cuSPARSE is illustrated in Figure 12. The cost breakdown of
the preprocessing and 100 iterations of CG and BiCGSTAB
is shown in Figure 13.

Artifact Evaluation (AE)
A. Computational Artifact A1

Artifact Setup (incl. Inputs)

Installation and compilation (30 minutes): Download from
the link (https://doi.org/10.5281/zenodo.12589363). Once
downloaded locally, use the command to unzip it.



$unzip Mille-feuille.zip
$cd Mille-feuille
Mille-feuille requires NVCC version If the default compiler

version of the current environment does not meet the require-
ments, users need to manually change the cuda install path in
the Mille-feuille/Makefile file:

line1: CUDA INSTALL PATH = /Your CUDA path.
After that, in the artifact directory Mille-feuille/, compile

the project.
$make
Preparation for Dataset (1 hours or more): Our exper-

imental dataset includes all 230 symmetric positive-definite
matrices for CG and 686 nonsymmetric or indefinite matrices
for BiCGSTAB in the SuiteSparse Matrix Collection. These
matrices need to be downloaded locally via the script matrix.py
provided in the artifact. This process will take approximately 1
hours (the total size is estimated to be 22GB) or longer. If users
accept the simplified dataset, we have also prepared a small-
scale dataset of 570 matrices via the script matrix simple.py.
The download of the simplified dataset will take approximately
45 minutes.

Dataset download command:
$python3 matrix.py or $python3 matrix simple.py
All matrices will be stored in the directory matrix/.
Preparation for Comparative methods (1 hours or more):

In this paper, we compare our method with cuSPARSE
(v12.0), PETSc (https://petsc.org/release/install/download),
and Ginkgo (https: //github.com/ginkgo-project/ginkgo). The
PETSc and the Ginkgo code have been included in the current
artifact.

To compile the PETSc, you can use the compile command:
$unzip petsc-main.zip
$cd ./petsc-main/
$bash compile PETSc.sh
To compile the Ginkgo, you can use the compile command:
$unzip ginkgo-develop.zip
$cd ./ginkgo-develop/
$bash compile Ginkgo.sh (When installing Ginkgo, sudo

privileges are required, which are already included in the
script, so you just need to enter your password.)

Artifact Execution

After the dataset and the other methods are ready, in the
directory Mille-feuille/, run this command:

$bash test performance.sh (5 hours or more)
This script includes performance tests of Mille-feuille, cuS-

PARSE, PETSc and Ginkgo of the target dataset matrices, and
will generate some result files.

Then run the next command:
$bash test memory.sh (2 hours or more)
This script includes memory tests of Mille-feuille and

cuSPARSE of the target dataset matrices and will generate
a result file.

Finally run the command:
$bash test preprocess.sh (1 hours or more)

This script includes preprocessing overhead tests of Mille-
feuille of the target dataset matrices and will generate a result
file.

We also provide an all figures.sh to plot all the figures in
our paper directly. You can run it with the command:

$bash all figures.sh
and get Figure 8, Figure 9, Figure 10, Figure 11 and

Figure12 in this paper.

Artifact Analysis (incl. Outputs)

The script test performance.sh will generate some perfor-
mance plots similar to Figure 8, Figure 9, Figure 10 and Figure
11 in the paper. These figures are related to C1, C2 and C3

in this paper.
The script test memory.sh will generate a memory cost plot

similar to Figure 12 in the paper, which is related to C1 and
C3 in this paper.

The script test preprocess.sh will generate a preprocessing
overhead plot similar to Figure 13 in the paper, which is related
to C1 and C2 in this paper.

You can also run the script all figures.sh to get all figures
in this paper that are related to C1, C2, and C3.
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