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01 Background 

 

Circuit simulation is a crucial step for verifying circuit design and Direct current (DC) analysis, 
which locates DC operating points, is the first and fundamental step in circuit simulation.  

DC analysis(Solving nonlinear system) 

Circuit Simulation 

Transient 
analysis 

 

AC small-
signal 

analysis 
 

Other 
analysis 

Determine initial 
conditions (all time 
independent sources set 
to DC values) 

The linearized small signal 
model of all nonlinear 
devices is determined 



 
01 Background 

 
Newton-Raphson method: 

𝑥𝑘+1 = 𝑥𝑘 −
𝐹(𝑥𝑘)

𝑓(𝑥𝑘)
 

However, its convergence is often limited by the choice of 
initial value (a)(b) and the dominance of the main diagonal 
matrix. 

Numerical overflow of  the solution 

second-order convergence rate 

Oscillation of the solution 

Cases of NR nonconvergence 



 
01 Background 

 
PTA(Pseudo Transient Analysis) is the currently most powerful and promising 
continuation approach because of its ease of implementation and good 
continuity of solution curves. 

Nonlinear 
equations 

𝑮 𝒙 = 𝟎 

Steady-state 
solution 

𝑭 𝒙∗ = 𝟎 

𝒙 ∗ = 𝟎 

DC solution 

𝑮 𝒙∗ = 𝟎 

Inserted 
pseudo 

elements 

use numerical 
integration 

algorithms, to 
discrete in time-

domain 

Pseudo 
elements 
vanished 

The steady-state 
solution is 

equivalent to the 
DC solution 

Ordinary 
differential 
equations 

𝑭 𝒙 = 𝑮 𝒙 + 𝒙 
= 𝟎 

Pseudo elements: 
capacitors and inductors 



 
01 Background 

 
Ordinary differential equations: 

𝒙 =
𝒅𝒙

𝒅𝒕
|𝒕=𝒕𝒏+𝟏 =

𝒙𝒏+𝟏 − 𝒙𝒏
𝒕𝒏+𝟏 − 𝒕𝒏

=
𝒙𝒏+𝟏 − 𝒙𝒏

𝒉𝒏
 

𝑭 𝒙 = 𝑮 𝒙 + 𝒙 = 𝟎 

How to select 𝒉 for each PTA step 
as the time-step control method 

The time-step control method determines the number of discrete 
nonlinear equations to be solved, which involves time-consuming and 
resource-consuming NR iterations. 

V 

T 0 𝑡𝑛−1 𝑡𝑛 𝑡𝑛+1 

ℎ𝑛−1 ℎ𝑛 

Use BE(Back Euler) to discretize above ODEs: 



 
02 Motivation 

 

[3] Wu X, Jin Z, Niu D, et al. A PTA method using numerical integration algorithms with artificial damping for solving nonlinear DC circuits[J]. Nonlinear Theory and Its Applications, 

IEICE, 2014, 5(4): 512-522. 
[4] Wu X, Jin Z, Niu D, et al. An adaptive time-step control method in damped pseudo-transient analysis for solving nonlinear DC circuit equations[J]. IEICE Transactions on Fundamentals 

of Electronics, Communications and Computer Sciences, 2017, 100(2): 619-628. 

 

Decrease  
time-step Increase 

time-step 

The time-step control methods[3], [4] based 
on simple formulas have been proposed to 
accelerate PTA. 

Increase: 
ℎ𝑛+1 = ℎ𝑛 ∗ 2
ℎ𝑛+1 = ℎ𝑛

 

Adaptive method[4]: 

Conventional method[3]: 

Decrease:ℎ𝑛 = ℎ𝑛/8 

Increase:ℎ𝑛+1 = ℎ𝑛 ∗ 𝑀𝐴𝑋(1, 𝛿 ∙ 𝛾 ∙ | 𝐹 𝑥𝑛−1 |/| 𝐹 𝑥𝑛 |) 

Decrease:ℎ𝑛 = ℎ𝑛 ∗
𝐺

1+𝐺
 

 

 

 

(1) Different circuits have different time step 

requirements;  

 

(2) Different simulation stages of the same               

circuit have different time step requirements.  

These time step control methods are ineffective 

in the following conditions: 



 
02 Motivation 

 With the rise of deep learning, many complex problems are being solved [5] 
[6].  

[5] D. A. Forsyth and J. Ponce, Computer vision: a modern approach. prentice hall professional technical reference, 2002.  

[6] E. Cambria and B. White, “Jumping nlp curves: A review of natural language processing research,” IEEE Computational intelligence magazine, vol. 9, no. 2, pp. 48–57, 20. 

Deep learning is the learning of the internal rules and representation layers of sample data. Especially, it has good 

fitting ability for complex nonlinear relations such as computer vision, natural language processing, etc. 



 
03 Accelerating DC analysis with deep learning 

 
Challenge1:  
There is no the dataset of the 
optimal time-step as label and also 
no precise definition for the 
optimal time-step in PTA 

Challenge2:  
Different types of circuits have 
different requirements for optimal 
time-step 

Challenge3:  
The sequence over time of PTA 
time-step 



 
03 Accelerating DC analysis with deep learning 

 

 Solve Challenge1:Coarse and Fine Grained Hybrid Sampling 

Challenge1: There is no the dataset of the optimal time-step as label and also no precise 
definition for the optimal time-step in PTA. 

V 

T 
0 tn tn+1 

How to find the 
optimal time –step 

 

? 

 For PTA, as long as NR converges, a larger time-
step can be chosen as much as possible. 

 This also means that there is a theoretical 
optimal time-step. 

V 

T 
0 t1 t2 t3 t4 

 NR converge 

 NR non-converge 

 When the NR does not 

converge, we believe that 

the optimal time step 

must be between the non-

convergent time point t4 

and the previous 

convergent time point t3. 

Coarse grained search 



 
03 Accelerating DC analysis with deep learning 

  Solve Challenge1:Coarse and Fine Grained Hybrid Sampling 

 To ensure the efficiency of searching strategy, an 

adaptive granularity trick for a fine grained process 

is adopted, which can choose different granularities 

according to the order of magnitude of time step. 

V 

T 
0 t1 t2 t3 t4 

 NR converge 

 NR non-converge 

G 

…… 

Fine grained search 

The optimal time -step 
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 Solve Challenge2: Features selection 

 While different circuit types require different time-step requirements,  we select conventional process variables in 

circuit solving but not circuit characteristics as features. It can be utilized as to identify the distinct time-step necessities.  

Features Brief Description Data Type 

𝑁𝑅𝑠𝑛−1 
Evaluate the difficulties of NR convergence at previous optimal time-step Scalar 

𝑅𝑒𝑠𝑛−5:𝑛−1 
Evaluate whether equation is close to final solution at five discrete time 

points respectively 

Vector 

𝑇𝑖𝑚𝑒 − 𝑠𝑡𝑒𝑝𝑛−1 The previous optimal time-step Scalar 

𝑉𝑜𝑙𝑛−1:𝑛−5,1:10 The ten voltage solution curves in descending order of fluctuation Matrix 

 Based on expert experience, we selected the following features from the perspective of solving ordinary differential 

equations. 

 For the n PTA step: 

Challenge2: Different types of circuits have different requirements for optimal time-step 

The data types are 

not all the same, so 
special data 
processing methods 
are required. 



 
03 Accelerating DC analysis with deep learning 

  Two-stage data preprocessing strategy 
 Inside data preprocessing strategy. Describe the 

fluctuations of the voltage solution curve and residuals . 

 

 Outside data preprocessing strategy. Normalized 

each column of the training set. 

n=1 

𝑁𝑅𝑠𝑛−1 

𝑅𝑒𝑠𝑛−5:𝑛−1 

𝑇𝑖𝑚𝑒 − 𝑠𝑡𝑒𝑝𝑛−1 

𝑉𝑜𝑙𝑛−1:𝑛−5,1:10 

n=2 

𝑁𝑅𝑠𝑛−1 

𝑅𝑒𝑠𝑛−5:𝑛−1 

𝑇𝑖𝑚𝑒 − 𝑠𝑡𝑒𝑝𝑛−1 

𝑉𝑜𝑙𝑛−1:𝑛−5,1:10 

n=i 

𝑁𝑅𝑠𝑛−1 

𝑅𝑒𝑠𝑛−5:𝑛−1 

𝑇𝑖𝑚𝑒 − 𝑠𝑡𝑒𝑝𝑛−1 

𝑉𝑜𝑙𝑛−1:𝑛−5,1:10 

... 

n=3 

𝑁𝑅𝑠𝑛−1 

𝑅𝑒𝑠𝑛−5:𝑛−1 

𝑇𝑖𝑚𝑒 − 𝑠𝑡𝑒𝑝𝑛−1 

𝑉𝑜𝑙𝑛−1:𝑛−5,1:10 

Inside  

preprocessing 

n=1 

𝑁𝑅𝑠𝑛−1 

𝑅𝑒𝑠𝑠 𝑡𝑎𝑎𝑛𝑑 𝑅𝑒𝑠𝑚𝑒𝑎𝑛 

𝑇𝑖𝑚𝑒 − 𝑠𝑡𝑒𝑝𝑛−1 

𝑉𝑜𝑙𝑚𝑒𝑎𝑛 𝑎𝑛𝑑 Vol𝑣𝑎𝑟 

n=2 

𝑁𝑅𝑠𝑛−1 

𝑅𝑒𝑠𝑠 𝑡𝑎𝑎𝑛𝑑 𝑅𝑒𝑠𝑚𝑒𝑎𝑛 

𝑇𝑖𝑚𝑒 − 𝑠𝑡𝑒𝑝𝑛−1 

𝑉𝑜𝑙𝑚𝑒𝑎𝑛 𝑎𝑛𝑑 Vol𝑣𝑎𝑟 

n=3 

𝑁𝑅𝑠𝑛−1 

𝑅𝑒𝑠𝑠 𝑡𝑎𝑎𝑛𝑑 𝑅𝑒𝑠𝑚𝑒𝑎𝑛 

𝑇𝑖𝑚𝑒 − 𝑠𝑡𝑒𝑝𝑛−1 

𝑉𝑜𝑙𝑚𝑒𝑎𝑛 𝑎𝑛𝑑 Vol𝑣𝑎𝑟 

n=i 

𝑁𝑅𝑠𝑛−1 

𝑅𝑒𝑠𝑠 𝑡𝑎𝑎𝑛𝑑 𝑅𝑒𝑠𝑚𝑒𝑎𝑛 

𝑇𝑖𝑚𝑒 − 𝑠𝑡𝑒𝑝𝑛−1 

𝑉𝑜𝑙𝑚𝑒𝑎𝑛 𝑎𝑛𝑑 Vol𝑣𝑎𝑟 

Outside 

preprocessing 

X 
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 Solve Challenge3: Long Short Term Memory  

 Due to the timing nature of PTA time-step control, 

LSTM is employed to deal with timing 

information because it can deal with the problem 

of gradient disappearance in time-sequence 

information from back propagation. 

Challenge3: The sequence over time of PTA time-step 

The forget gate: 

The input gate: 

The output gate: 



 
04 Performance 
  Environment Setup: 

Software Environment:  

(1) Model of Deep Learning: Python and PyTorch 

(2) Simulator: WSPICE 

(3) Operation System: Windows11 

Hardware Environment:  

(1) CPU: Intel (R) Core (TM) i7-8565U 

(2) Memory: 512G 

(3) Frequency: 1.80GHz 

 Training Set: 745 samples from 5 circuits  



 
04 Performance 
  Simulation Efficiency: 

 The proposed method outperforms conventional method [7] up to 41.98X and adaptive method [8] up to 

41.92X in terms of NR iterations in damped pseudo-transient analysis(DPTA).  

Circuit characteristics and simulation efficiency for DPTA 

[7] Wu X, Jin Z, Niu D, et al. A PTA method using numerical integration algorithms with artificial damping for solving nonlinear DC circuits[J]. Nonlinear Theory and Its 

Applications, IEICE, 2014, 5(4): 512-522. 
[8] Wu X, Jin Z, Niu D, et al. An adaptive time-step control method in damped pseudo-transient analysis for solving nonlinear DC circuit equations[J]. IEICE Transactions on 

Fundamentals of Electronics, Communications and Computer Sciences, 2017, 100(2): 619-628. 

 

Better generalization  



 
04 Performance 
  Simulation Convergence: 

Improvement convergence for DPTA on some circuits 

This is a particularly important 

improvement for PTA. 

Nonconvergence issues is 

extremely difficult for simulator 

to deal with and the cause is often 

unable to be accurately located. 

Number of NR iters 



 
05 Conclusion 
 
 The optimal time-step is approximated by coarse and fine grained 

hybrid sampling strategy. 

 The time-step control method enhanced by LSTM model and based 

on feature selection and two-stage data preprocessing strategy has 

better generalization and simulation efficiency. 

 Experimental results demonstrate a fine speedup: up to 41.98X. 



Thanks! 


